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1. **Перечень компетенций с указанием этапов их формирования в процессе освоения дисциплины (модуля)**

**общепрофессиональные (ОПК):**

- способность применять соответствующий математический аппарат для решения профессиональных задач (ОПК-2).

В результате изучения дисциплины «Теория вероятностей и математическая статистика» студент должен:

- по компетенции ОПК-2:

**знать:**

**-** аксиоматику и основные понятия теории вероятностей; ОПК-2.1.6;

**-** классическое определение вероятности и геометрическую вероятность; ОПК-2.1.7;

**уметь:**

- применять стандартные методы дискретной математики для решения профессиональных задач; ОПК-2.2.5;

**владеть:**

- основными методами непосредственного подсчёта вероятностей; ОПК-2.3.3.

**Этапы формирования компетенций**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Раздел дисциплины,  темы (наименования) | *Количество часов* | *Компетенции (знания, умения, навыки)* | | | | |
| ОПК-2.1.6 | ОПК-2.1.7 | ОПК-2.2.5 | ОПК-2.3.3 | *Форма текущего контроля* |
| **Раздел 1. Теория вероятностей** | **86** |  |  |  |  |  |
| Тема 4. Тема 1.1. Основные понятия и теоремы теории вероятностей | 18 | + | + | + | + |  |
| Тема 1.2. Дискретные случайные величины. | 22 | + | + | + | + |  |
| Тема 1.3. Непрерывные случайные величины. | 22 | + | + | + | + | Контрольная работа № 1 |
| Тема 1.4. Закон больших чисел и центральная предельная теорема | 8 | + |  | + |  |  |
| Тема 1.5. Система случайных величин. Регрессии. | 16 |  | + |  | + | Контрольная работа № 2 |
| **Раздел 2. Математическая статистика** | **58** |  |  |  |  |  |
| Тема 2.1. Выборочный метод обработки статистических данных. | 28 | + | + | + | + |  |
| Тема 2.2. Статическая проверка гипотез. Корреляция случайных признаков. | 30 | + | + | + | + | Контрольная работа № 3 |
| **Подготовка к экзамену** | **36** | + | + | + | + |  |
| ***Итого:*** | **180** |  |  |  |  |  |

**2. Текущий контроль**

**2.1. Описание показателей и критериев оценивания компетенций на различных этапах их формирования, описание шкал оценивания**

**2.1.1 Форма №1 Контрольная работа №1**

1. Задача на классическое определение вероятности с применением формул комбинаторики.

2. Задача на формулу полной вероятности и формулы Байеса.

3. Задача на дискретные случайные величины.

4. Задача на непрерывные случайные величины.

5. Задача на двумерные случайные величины.

Задачи.

1а. Студент знает ответ на 20 теоретических вопросов из 30 и сможет решить 30 задач из 50. Определить вероятность того, что студент полностью ответит на билет, который состоит из двух теоретических вопросов и одной задачи.

1б. Из 50 вопросов экзамена студент подготовил 40. Найти вероятность того, что из двух заданных ему вопросов студент знает ровно один.

2а. Из 20 деталей, среди которых 8 высшего качества, случайным образом выбираются на сборку 5. Какова вероятность того, что среди них окажется 3 детали высшего качества?

2б. Среди изготовляемых рабочим деталей в среднем 4% брака. Какова вероятность того, что среди взятых на испытание 5 деталей будут ровно две бракованные детали?

3а. Три прибора испытываются на надёжность. Вероятности выхода из строя каждого прибора равны соответственно 0,1; 0,2; 0,3. Найти вероятность того, что два прибора выйдут из строя.

3б. Для сигнализации о пожаре установлены два независимо работающих датчика. Вероятности того, что при пожаре датчик сработает, равны для первого и второго соответственно 0,9 и 0,95. Определить вероятность того, что при пожаре сработает хотя бы один датчик.

4а. Прибор может работать в двух режимах: A и B. Режим A имеет место в 80% всех случаев работы прибора, режим B – в 20%. Вероятность выхода прибора из строя за время T в режиме A равна 0,1, в режиме B – 0,7.

1) Найти вероятность выхода прибора из строя за время T. 2)Прибор вышел из строя за время Т. Какова вероятность, что он работал в режиме В?

4б. Из 5 стрелков два попадают в цель с вероятностью 0,6, а три – с вероятностью 0,4. 1) Что вероятнее: попадёт в цель наудачу выбранный стрелок или нет? 2) Наудачу выбранный стрелок попал в цель. Что вероятнее: принадлежит он к первым двум или к последним трём?

5а. Ремонтная бригада завода обслуживает станки трёх типов: первого, второго и третьего, которые присутствуют на заводе в соотношении 1:2:3. Вероятности обращения к бригаде за время T для обслуживания станков каждого типа равны соответственно 0,5; 0,3; 0,2. В бригаду поступил вызов (событие A). Какого типа станок вероятнее всего требует ремонта?

5б. В первом ящике находятся 3 белых и 4 чёрных шара; во втором – 2 белых и 3 чёрных шара; в третьем – неизвестное количество шаров, причём все они – белые. Из наугад взятого ящика вынули наугад один шар.1) Найти вероятность следующего события A: выбранный шар – белый.2) Вынули белый шар. Найти вероятность того, что его вынули из третьего ящика.

Критерии оценивания компетенций.

Оценка 5 – решены все задачи.

Оценка 4 – решены четыре задачи.

Оценка 3 – решены три задачи.

Оценка 2 – решено менее трех задач.

**2.1.2 Форма №2 Контрольная работа № 2**

1. Что такое схема независимых испытаний?

2. Написать Формулу Бернулли.

3. Когда применяется формула Пуассона как асимптотическая для формулы Бернулли, а когда формула Лапласа?

4. Как изменится формула Пуассона в случае переменной вероятности успеха?

5. Каковы числовые характеристики биномиального распределения.

Задачи.

1. Закон распределения дискретной случайной величины *X* задан в виде таблицы.

а) Построить многоугольник распределения;

б) Найти функцию распределения ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3iQhmVQQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3iQhmVQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFWJCGZVAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и построить её график;

в) Найти математическое ожидание ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEQAIBCQAAAACwWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3uQhmNAQAAAAtAQAACAAAADIKgAEZBAEAAABdeQgAAAAyCoAB9wEBAAAAW3kIAAAAMgqAATkAAQAAAE15HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d7kIZjQEAAAALQEBAAQAAADwAQAACAAAADIKgAG7AgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADS5CGY0AAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), дисперсию ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3nghmGAQAAAAtAQAACAAAADIKgAHDAwEAAABdeQgAAAAyCoABogEBAAAAW3kIAAAAMgqAATkAAQAAAER5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d54IZhgEAAAALQEBAAQAAADwAQAACAAAADIKgAFlAgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABieCGYYAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и среднее квадратическое отклонение ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3owhm/wQAAAAtAQAACAAAADIKgAFxAwEAAABdeQgAAAAyCoABTwEBAAAAW3kcAAAA+wJA/gAAAAAAAJABAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3owhm/wQAAAAtAQEABAAAAPABAAAIAAAAMgqAATIAAQAAAPN5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d6MIZv8EAAAALQEAAAQAAADwAQEACAAAADIKgAETAgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAP+jCGb/AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 | 5 |
|  | 0,1 | 0,4 | 0,2 | 0,2 | 0,1 |

2. Дифференциальная функция распределения (плотность распределения) ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Lghm3QQAAAAtAQAACAAAADIKgAE5AwEAAAApeQgAAAAyCoABsQEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Lghm3QQAAAAtAQEABAAAAPABAAAIAAAAMgqAAWcCAQAAAHh5CAAAADIKgAGNAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAN0uCGbdAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) случайной величины *X* задана выражением, зависящим от параметра.

а. Найти значение параметра *a*;

б. Найти интегральную функцию распределения ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV33gdmIwQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV33gdmIwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACPeB2YjAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и построить графики ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3awhmlAQAAAAtAQAACAAAADIKgAE5AwEAAAApeQgAAAAyCoABsQEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3awhmlAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAWcCAQAAAHh5CAAAADIKgAGNAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJRrCGaUAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3AAhmRwQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3AAhmRwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEcACGZHAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA);

в. Найти математическое ожидание, дисперсию и среднее квадратическое отклонение данной случайной величины;

г. Вычислить вероятность *P* попадания случайной величины *X* на заданный интервал.

![](data:image/x-wmf;base64,183GmgAAAAAAAEARoAgACQAAAADxRwEACQAAA/kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAhAERIAAAAmBg8AGgD/////AAAQAAAAwP///6X///8AEQAARQgAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AEcAAAA+wJA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAAKMJCmBA8RIA2J/zd+Gf83cgIPV3wwlmKAQAAAAtAQAACAAAADIKvQaXBQEAAADveQgAAAAyCiIIlwUBAAAA7nkIAAAAMgqoA5cFAQAAAO95CAAAADIKDQWXBQEAAADteQgAAAAyCvgBlwUBAAAA7HkIAAAAMgpgB2gKAQAAAD55CAAAADIKwAS8DgEAAACjeQgAAAAyCsAEGAwBAAAAPHkIAAAAMgrSAWEKAQAAAKN5CAAAADIKwAQ3BAEAAAA9eRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XfDCWYoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAHdwwBAAAALnkIAAAAMgpgB5cLAQAAADF5CAAAADIKYAepBwEAAAAseQgAAAAyCmAH0AYBAAAAMHkIAAAAMgrABJoQAQAAADt5CAAAADIKwATrDwEAAAAxeQgAAAAyCsAE2woBAAAAMHkIAAAAMgrABG4JAQAAACx5CAAAADIK0gGMDAEAAAA7eQgAAAAyCtIBugsBAAAAMHkIAAAAMgrSAakHAQAAACx5CAAAADIK0gHQBgEAAAAweQgAAAAyCsAEOQMBAAAAKXkIAAAAMgrABLEBAQAAACh5HAAAAPsC4P4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d8MJZigEAAAALQEAAAQAAADwAQEACAAAADIK9wOnCAEAAAAzeRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XfDCWYoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCmAHMgkBAAAAeHkIAAAAMgrABI0NAQAAAHh5CAAAADIKwATXBgIAAABheAgAAAAyCtIBMgkBAAAAeHgIAAAAMgrABGcCAQAAAHh4CAAAADIKwASNAAEAAABmeAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACjDCWYoAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) ![](data:image/x-wmf;base64,183GmgAAAAAAAAAK4AQBCQAAAADwUAEACQAAA1sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AQAChIAAAAmBg8AGgD/////AAAQAAAAwP///7P////ACQAAkwQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJwAtcHBQAAABMCcALbCBwAAAD7AkD+AAAAAAAAkAEAAAACAAIAEFN5bWJvbAAAWggKZAz6EgDYn/N34Z/zdyAg9XdhBmY1BAAAAC0BAQAIAAAAMgoJAxMJAQAAAPd5CAAAADIKcAQTCQEAAAD4eQgAAAAyCuoBEwkBAAAA9nkIAAAAMgoJA5wBAQAAAOd5CAAAADIKcAScAQEAAADoeQgAAAAyCuoBnAEBAAAA5nkIAAAAMgrgApAGAQAAAKN5CAAAADIK4AKSAwEAAACjeRwAAAD7AkD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XdhBmY1BAAAAC0BAgAEAAAA8AEBAAgAAAAyCkAE8AcBAAAAMnkIAAAAMgrEAekHAQAAADF5CAAAADIK4AJ1AgEAAAAweRwAAAD7AkD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgDYn/N34Z/zdyAg9XdhBmY1BAAAAC0BAQAEAAAA8AECAAgAAAAyCuAC9QQBAAAAWHkIAAAAMgrgAkcAAQAAAFB5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0ANWEGZjUAAAoAIQCKAQAAAAACAAAAKPwSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=) = ?

3. Известны математическое ожидание *a* и среднее квадратическое отклонение σ нормально распределённой случайной величины *X*. Найти вероятность попадания этой величины в заданный интервал (α, β).

*a* = 10, σ = 4, α = 2, β = 13.

Критерии оценивания компетенций.

Оценка 5 – решены все задачи.

Оценка 4 – решены четыре задачи.

Оценка 3 – решены три задачи.

Оценка 2 – решено менее трех задач.

**2.1.3 Форма №3 Контрольная работа № 3**

1. Что такое выборка, вариационный ряд, эмпирическая функция распределения, гистограмма?

2. По каким формулам вычисляется выборочная средняя и выборочная дисперсия?

3. Можно ли к данным в лабораторной работе применить критерий согласия Пирсона?

4. Дать определения интервальной оценки, доверительного интервала и доверительной вероятности.

5. Что характеризует коэффициент корреляции?

Задачи.

Данные наблюдений сведены в упорядоченные группы и представлены в виде интервального статистического ряда. Первая строка таблицы – интервалы наблюдавшихся значений случайной величины *X*, вторая – соответствующие им частоты. Требуется:

1. Построить гистограмму относительных частот;

2. Вычислить числовые характеристики выборки: выборочную среднюю, выборочную дисперсию, исправленную выборочную дисперсию, выборочное среднее квадратическое отклонение;

3. Предполагая, что исследуемая случайная величина распределена по нормальному закону, записать плотность вероятности случайной величины *X* и построить её график на одном чертеже с гистограммой относительных частот (график выравнивающей кривой);

4. Найти теоретические частоты нормального распределения. При уровне значимости α = 0,05 проверить по критерию согласия Пирсона (хи-квадрат) гипотезу о нормальном законе распределения;

5. Найти интервальные оценки параметра *a* (математического ожидания) нормального распределения. Доверительную вероятность (надежность) принять равной 0,95.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Интервалы | (3; 7) | (7; 11) | (11; 15) | (15; 19) | (19; 23) | (23; 27) | (27; 31) | (31; 35) |
| Частоты | 1 | 5 | 28 | 53 | 62 | 36 | 12 | 3 |

Критерии оценивания компетенций.

Оценка 5 – решены все задачи.

Оценка 4 – решены четыре задачи.

Оценка 3 – решены три задачи.

Оценка 2 – решено менее трех задач.

**2.2 Методические материалы, определяющие процедуры оценивания знаний, умений, навыков и (или) опыта деятельности, характеризующих этапы формирования компетенций.**

Текущий контроль успеваемости студентов осуществляется в форме в форме контрольных работ по отдельным темам; в форме ответа (решение задачи на доске или ответ на вопрос преподавателя) на практическом занятии. Процедуры оценивания знаний, умений и навыков при текущем контроле успеваемости осуществляются последовательно по мере прохождения лекционного курса в соответствии с матрицей соотнесения тем/разделов учебной дисциплины и формируемых в них профессиональных компетенций.

Результаты текущего контроля учитываются преподавателем в журнале учета занятий (или личном журнале преподавателя).

**3. Промежуточная аттестация**

**3.1. Описание показателей и критериев оценивания сформированности компетенций по дисциплине**

**Контрольные вопросы к экзамену**

**Элементарные задачи теории вероятностей**

1) Понятие случайного события. Совместные, несовместные, противоположные события.

2) Алгебра событий (сумма, произведение, разность событий и их свойства).

3) Полная группа событий. Классическое определение вероятности события.

4) Элементы комбинаторики. Правило умножения и сложения. Схема выбора с возвращением и без возвращения. Число размещений, сочетаний и перестановок.

5) Относительная частота событий. Статистическая вероятность.

6) Теорема сложения (с доказательством). Зависимые и независимые события. Теорема умножения.

7) Формула полной вероятности (с доказательством) и формула Байеса (с доказательством).

8) Схема испытаний Бернулли. Формула Бернулли.

9) Теоремы Муавра-Лапласа (локальная и интегральная).

10) Формула Пуассона (с доказательством).

11) Определение совместных и несовместных событий. Определение суммы событий. Вероятность суммы двух событий.

12) Первый стрелок поражает мишень с вероятностью 0,6, второй – с вероятностью 0,5, третий – с вероятностью 0,3. Выстрелили все трое. Найти

вероятность того, что 1) попал хотя бы один; 2) попал только один.

13) Биномиальное распределение. Его числовые характеристики.

14) Производятся 4 независимых выстрела в одинаковых условиях. Вероятность попадания в каждом выстреле равна 0,6. Написать закон распределения случайной величины Х - числа попаданий и найти числовые характеристики закона.

15) На проверку поступила партия микросхем, среди которых 10 процентов дефектных. При проверке дефект обнаруживается с вероятностью 0,95. С вероятностью 0,03 исправная микросхема может быть признана дефектной. Проверили одну микросхему. 1) Найти вероятность следующего события A: проверенная микросхема признана дефектной; 2) Событие А произошло, то есть проверенная микросхема признана дефектной. Найти вероятность, что она была исправной.

**Случайные величины. Основные законы распределения**

16) Случайные величины. Понятие дискретной и непрерывной случайной величины. Примеры.

17) Функция распределения, ее свойства. Вероятность попадания случайной величины на заданный промежуток.

18) Закон распределения дискретной случайной величины. Примеры.

19) Плотность вероятности и ее свойства.

20) Числовые характеристики случайных величин: математическое ожидание, дисперсия и их свойства.

21) Моменты распределения. Мода и медиана.

22) Биномиальный закон распределения, его числовые характеристики.

23) Закон распределения Пуассона, его характеристики. Примеры.

24) Равномерное распределение, числовые характеристики, функция распределения.

25) Показательное распределение, числовые характеристики, функция распределения.

26) Нормальное распределение, его свойства. Моменты. Функция Лапласа, правило 3-х сигм.

27) Системы случайных величин. Закон распределения системы дискретных случайных величин.

28) Функция распределения системы случайных величин, её свойства.

29) Числовые характеристики системы случайных величин. Математические ожидания и дисперсии.

30) Корреляционный момент, его свойства. Коэффициент корреляции и его свойства.

31) Независимые случайные величины. Необходимые и достаточные условия независимости, вид совместной функции распределения и плотности распределения.

32) Условные законы распределения. Условное математическое ожидание.

33) Закон распределения дискретной случайной величины *X* задан в виде таблицы.

а) Построить многоугольник распределения;

б) Найти функцию распределения ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3iQhmVQQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3iQhmVQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAFWJCGZVAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и построить её график;

в) Найти математическое ожидание ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEQAIBCQAAAACwWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gBAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3uQhmNAQAAAAtAQAACAAAADIKgAEZBAEAAABdeQgAAAAyCoAB9wEBAAAAW3kIAAAAMgqAATkAAQAAAE15HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d7kIZjQEAAAALQEBAAQAAADwAQAACAAAADIKgAG7AgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtADS5CGY0AAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA), дисперсию ![](data:image/x-wmf;base64,183GmgAAAAAAAIAEQAIACQAAAADRWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3nghmGAQAAAAtAQAACAAAADIKgAHDAwEAAABdeQgAAAAyCoABogEBAAAAW3kIAAAAMgqAATkAAQAAAER5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d54IZhgEAAAALQEBAAQAAADwAQAACAAAADIKgAFlAgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtABieCGYYAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и среднее квадратическое отклонение ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3owhm/wQAAAAtAQAACAAAADIKgAFxAwEAAABdeQgAAAAyCoABTwEBAAAAW3kcAAAA+wJA/gAAAAAAAJABAAAAoQQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3owhm/wQAAAAtAQEABAAAAPABAAAIAAAAMgqAATIAAQAAAPN5HAAAAPsCQP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuANif83fhn/N3ICD1d6MIZv8EAAAALQEAAAQAAADwAQEACAAAADIKgAETAgEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAP+jCGb/AAAKACEAigEAAAAAAQAAAFzzEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 1 | 3 | 5 | 7 | 9 |
|  | 0,1 | 0,4 | 0,2 | 0,2 | 0,1 |

34) Дифференциальная функция распределения (плотность распределения) ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Lghm3QQAAAAtAQAACAAAADIKgAE5AwEAAAApeQgAAAAyCoABsQEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3Lghm3QQAAAAtAQEABAAAAPABAAAIAAAAMgqAAWcCAQAAAHh5CAAAADIKgAGNAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAN0uCGbdAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) случайной величины *X* задана выражением, зависящим от параметра.

1. Найти значение параметра *a*;

2. Найти интегральную функцию распределения ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV33gdmIwQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV33gdmIwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtACPeB2YjAAAKACEAigEAAAAAAAAAAFzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и построить графики ![](data:image/x-wmf;base64,183GmgAAAAAAAAAEQAIBCQAAAABQWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIABBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3awhmlAQAAAAtAQAACAAAADIKgAE5AwEAAAApeQgAAAAyCoABsQEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3awhmlAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAWcCAQAAAHh5CAAAADIKgAGNAAEAAABmeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJRrCGaUAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) и ![](data:image/x-wmf;base64,183GmgAAAAAAACAEQAIACQAAAABxWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBBIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gAwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wJA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3AAhmRwQAAAAtAQAACAAAADIKgAFOAwEAAAApeQgAAAAyCoABxgEBAAAAKHkcAAAA+wJA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A2J/zd+Gf83cgIPV3AAhmRwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAXwCAQAAAHh5CAAAADIKgAFHAAEAAABGeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAEcACGZHAAAKACEAigEAAAAAAAAAACj8EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA);

3. Найти математическое ожидание, дисперсию и среднее квадратическое отклонение данной случайной величины;

4. Вычислить вероятность *P* попадания случайной величины *X* на заданный интервал.
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35) Известны математическое ожидание *a* и среднее квадратическое отклонение σ нормально распределённой случайной величины *X*. Найти вероятность попадания этой величины в заданный интервал (α, β).

*a* = 9, σ = 5, α = 5, β = 14.

**Обработка статистических данных и проверка гипотез**

36) Типичные задачи математической статистики. Выборка. Вариационный ряд. Эмпирическая функция распределения. Гистограмма.

37) Точечные оценки параметров распределения. Выборочная средняя. Выборочная дисперсия. Свойства оценок (несмещенные, состоятельные, эффективные оценки).

38) Интервальные оценки. Понятие доверительного интервала и доверительной вероятности. Доверительный интервал для математического ожидания при известной и неизвестной дисперсии нормально распределенной величины.

39) Статистическая проверка гипотез. Общая постановка задачи. Проверка гипотезы о законе распределения по критерию Пирсона.

40) Данные наблюдений случайной величины *X* представлены в виде интервального статистического ряда. Первая строка таблицы – интервалы наблюдавшихся значений с. в. *X*, вторая – соответствующие им частоты. Требуется:

а) Найти эмпирическую функцию распределения и построить её график;

б) Построить гистограмму и полигон относительных частот;

в) Найти числовые характеристики выборки: выборочную среднюю, выборочную дисперсию, исправленную выборочную дисперсию, выборочное среднее квадратическое отклонение;

г) Предполагая, что исследуемая с. в. *X* распределена по нормальному закону, найти параметры нормального закона, записать плотность с. в. *X* и построить её график на одном чертеже с гистограммой (график выравнивающей кривой);

д) Найти с надёжностью (доверительной вероятностью) γ = 0,95 интервальную оценку параметра *a* = M[*X*] случайной величины *X*.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Интервалы | (10; 20) | (20; 30) | (30; 40) | (40; 50) | (50; 60) | (60; 70) | (70; 80) | (80; 90) |
| Частоты | 1 | 3 | 22 | 59 | 70 | 36 | 8 | 1 |

Критерии оценивания

Формирование знаний, умений и навыков, обучающихся на экзамене, определяется оценками:

**«отлично», «хорошо», «удовлетворительно», «неудовлетворительно».**

При выведении оценки экзаменатор руководствуется следующим общими критериями.

Оценка «**отлично»** выставляется при следующих условиях:

• даны исчерпывающие и обоснованные ответы на вопросы, поставленные в экзаменационном билете;

• решены все предложенные практические задачи;

• показано глубокое и творческое овладение основной и дополнительной литературой;

• ответы отличаются четкостью, мысли излагаются в необходимой логической последовательности.

Оценка «**хорошо»** выставляется при следующих условиях:

• даны полные, достаточно глубокие и обоснованные ответы на вопросы, поставленные в экзаменационном билете;

• решены почти все предложенные практические задачи;

• даны полные, но недостаточно обоснованные ответы на дополнительные вопросы;

• показаны глубокие знания основной и недостаточное знакомство с дополнительной литературой;

• ответы в основном были четкими, но в них не всегда выдерживалась логическая последовательность.

Оценка «**удовлетворительно»** выставляется при следующих условиях:

• даны в основном правильные ответы на все вопросы экзаменационного билета, но без должной глубины и обоснования;

• решены не менее половины предложенных практических задач;

• не даны положительные ответы на некоторые дополнительные вопросы,

• показаны недостаточные знания основной литературы:

• ответы были многословными, мысли излагались недостаточно четко и без должной логической последовательности.

Оценка «**неудовлетворительно»** выставляется в случаях, когда не выполнены условия, позволяющие поставить оценку «удовлетворительно».

При выставлении экзаменационной оценки учитывается уровень методической подготовленности студента, а также аккуратность и логическая последовательность письменного изложения ответов на вопросы экзаменационного билета.

**3.2 Методические материалы, определяющие процедуры оценивания знаний, умений, навыков и (или) опыта деятельности, характеризующих этапы формирования компетенций.**

На основании вопросов для подготовки к экзамену формируются билеты в количестве на 10-20% более списочного состава группы студентов. В каждом билете даются три теоретических вопроса и задачи из разных разделов дисциплины.

**Порядок подготовки и проведения промежуточной аттестации**

Подготовка к промежуточной аттестации осуществляется в соответствии с утвержденной рабочей программой по дисциплине, содержащей перечень вопросов, выносимых на экзамен.

Экзамен для студентов проводится по смешанной системе (письменно-устно). Для непосредственной подготовки студентов к промежуточной аттестации предусматривается время до 2-3 дней. Накануне экзамена проводится консультация, где обучаемый может задать проблемные вопросы. На подготовку к ответу обучаемому выделяется время до 90 минут. Студент должен дать полный письменный ответ на билет. Затем преподаватель беседует со студентом. Возможны дополнительные вопросы.

Неявка студента без уважительной причины на экзамен в день его проведения по расписанию приравнивается к академической задолженности.